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can increasingly support therapists and clients during ther-
apy. For instance, superimposing virtual content onto the 
user’s perception, as common in mixed reality, can assist 
during physical therapy or exercise to facilitate the correct 
execution of motion (as seen in for example the works of 
Brepohl and Leite (2023), Campo-Prieto et al. (2021), and 
Diller et al. (2024)).

Throughout the literature, we see the use of head-
mounted displays (HMDs) to provide feedback for physical 
therapy and exercise. On the one hand, these technologies 
present many challenges to overcome. For example, the 
first-person perspective of HMDs limits the user’s view of 
the user’s body parts. On the other hand, HMDs offer solu-
tions to problems that occur, when providing visual feed-
back during physical therapy and exercise. For instance, 
providing visual feedback in a manner that allows users to 
maintain a neutral head position is challenging. However, if 
the feedback can only be perceived on a wall-mounted dis-
play, users are forced to change their head position, and this 
— in the worst case — inhibits the execution of the correct 
movements. This can bear serious consequences, such as 

1 Introduction and background

According to the World Confederation for Physical Therapy, 
1,962,741 physical therapists practiced worldwide in 2023. 
Europe in particular had the highest rate of physiotherapists 
with 13.5 per 10,000 people as documented by the World 
Physiotherapy (2023). This may be attributed to the fact that 
20% of people globally suffer from chronic pain (see Treede 
et al. (2015)). With computer science advancing, technology 
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Abstract
We present a novel technique called SkillAR to display augmented reality feedback for motor skill learning on a head-
mounted display (HMD). SkillAR allows the user to consider movement corrections independent of the head position. 
Therefore, the user can receive motor feedback comfortably without risking an incorrect exercise performance. Head-
mounted displays represent versatile technologies for providing motor feedback regarding skill training. In contrast to 
room-mounted displays, HMDs are easily portable and wearable. That allows for in-situ feedback in many situations 
where this would otherwise not be possible. However, the spatial positioning of the 3D feedback is not trivial. On the one 
hand, the user needs to understand the relation between the body and the suggested corrections in the space. On the other 
hand, certain exercises demand a specific head positioning to minimize errors and injuries. Depending on the exercise and 
the type of feedback, these two aspects can be highly conflicting. The paper at hand presents a solution for augmented real-
ity headsets, that provides continuous and omnipresent motor feedback comfortably while facilitating a correct exercise 
performance. In an in-subject user study with 39 participants, we could not detect a significant disadvantage to SkillAR 
compared to conventional feedback methods found in the literature regarding identification and execution time as well as 
identification accuracy, in addition to the apparent major advantages for user health and usability. Furthermore, we found 
that the users could identify the feedback on the HMD more accurately.
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becoming accustomed to incorrect exercise movement, pos-
sibly even leading to injury. For instance, when executing 
squats correctly, the spine is meant to stay straight. Feed-
back provided on a room-mounted display (RMD) can force 
the user to bend or twist the neck (and with it the spine) to 
see the feedback. Therefore, the exercise becomes uncom-
fortable, the execution can become incorrect, and thus the 
risk of injury can rise — especially when performing the 
exercise with free weights (e.g. barbell). Alternatively, if the 
exercise is executed correctly and securely, the feedback via 
RMD might not be in the user’s field of view.

When the motion feedback is provided on an HMD, the 
user can execute the movements correctly, comfortably, and 
non-injuriously. Since the display is mounted on the head, 
the visual cues can adapt to the head position and the view 
direction and thus be omnipresent. In this paper, we present 
the novel approach SkillAR to provide such omnipresent, in-
situ, and corrective feedback (as specified for example by 
Hattie and Timperley (2007), and Lysakowski and Walberg 
(1982)), which adapts to the user’s movements, and hence 
can facilitate an organic and healthy exercise performance. 
Additionally, we present the results of a user study verifying 
that SkillAR has no additional disadvantages compared to a 
conventional screen.

In the following, we provide a brief overview of meth-
ods, that are common in recent research, but not directly 
linked to our approach.

1.1 Point of view in motor feedback

Considering motion feedback, the point of view plays an 
important role. A first-person perspective (Fig. 1, right) 
provides an immersive and natural viewpoint, as we usu-
ally experience the world from this angle. However, the 
foreshortening deriving from this perspective can make it 
difficult to perceive the spatial positioning of limbs. Fur-
thermore, some body parts, like the back, can simply not be 
observed from this limited viewpoint. Optical see-through 
HMDs (as are used in this paper) always provide a natural 
first-person perspective in addition to any other superim-
posed feedback types.

Alternatively, a common way to display motion feedback 
is a third-person perspective (Fig. 1, left). This gives the 
user an overview of his or her body in space. The relation 
of all limbs becomes clear and deviations from the correct 
form can be adjusted accordingly. Therefore, Rymal and 
Ste-Marie Rymal and Ste-Marie (2009) discovered that an 
exocentric view of an exercise could help athletes improve 
their ability to mentally visualize the motion, which can lead 
to learning new skills or improving performance as found 
by White and Hardy (1998). Moreover, we discovered in 
a survey (2024) that a third-person view is predominantly 
used in current literature when providing visual feedback 
for motor skills.

1.2 Common visual feedback technologies

The most common tool to obtain a full-body view (i.e. 
third person / exocentric as seen in Fig. 1 and explained 
in Sect. 1.1) is the mirror. Ballet dancers and their instruc-
tors have utilized mirrors to acquire simple visual feedback 
since the 19th century as stated by Desmond (1997). Like-
wise, mirrors are to be found in fitness studios and physio-
therapy studios all over the world. Furthermore, it is possible 
to enhance the natural feedback of the mirror with technol-
ogy. Such enhancements often lead to smart mirrors, which 
can assist with correct exercise execution (e.g. Kim et al. 
2020; Park et al. 2021). Moreover, some approaches use the 
mirror metaphor in a virtual reality (VR) setting to create 
an intuitive feedback system (e.g. Waltemate et al. 2016; 
Hülsmann et al. 2019). These so-called virtual mirrors are 
additionally often used to increase the sense of embodi-
ment as seen in the works of Inoue and Kitazaki (2021), and 
González-Franco et al. (2010).

Equally important in recent research are conventional 
displays. Especially displays can provide visual feedback 
for motor skill training, in particular on mobile devices or 
computers. In some instances, RMDs mimic the function of 
mirrors. These approaches are commonly described as aug-
mented mirrors. For example, Anderson et al. (2013) visu-
alize an actual avatar and a target avatar on a room-scale 

Fig. 1 A person exercising with a 
ball. Exocentric (left) and egocen-
tric (right) view types with possible 
target movement (feedback) in 
transparent green and the actual 
movement in blue
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display in addition to a camera stream. Likewise, Trajkova 
and Cafaro 

(2018) provide feedback as a mirrored camera stream 
with superimposed feedback.

2 Related work

Several approaches addressed the limitations of the first-
person perspective in HMDs as described in Sect. 1.1 when 
providing motion feedback. For example, Chua et al. (2003) 
provided feedback for tai chi displaying several redundant 
exocentric feedback avatars around the user. This solved 
the visibility issue when moving the head, i.e. changing the 
view direction in the first-person perspective in VR. Addi-
tionally, the approach explored different feedback methods, 
like a single teacher or superimposed wireframe feedback.

Likewise, Han et al. (2017) utilized multiple coaches 
fixed in space and oriented circularly around the user. How-
ever, they transferred the idea into AR. In addition to the 
redundant instructors, a drone was automatically navigated 
to record the user. This video stream was then displayed in 
AR, mimicking a mirror. As a result, the user could see a 
coach executing the target movement in every horizontal 
direction juxtaposed with the mirror image. However, while 
this approach might be well matched for the use case of tai 
chi, feedback would not be visible in exercises where the 
view is naturally directed to the ground (e.g. planks, push-
ups) or the ceiling (e.g. sit-ups, bench press).

Yan et al. (2015) solved the issue of a limited first-person 
perspective by juxtaposing the HMD video pass-through 
with the video stream of an external camera. This image 
was cropped at the silhouette to blend with the surroundings 
and create a cohesive mixed reality experience. Although 
the approach provided an exocentric feedback of the body, 
the functionality was limited by the position and view direc-
tion of the physical camera.

In contrast to the previously mentioned works, Kawasaki 
et al. (2010) included the perspective of another person by 
superimposing the user’s view with the video see-through 
stream of an HMD. As a result, the user could see if his or 
her motions corresponded with the instructor’s. This enabled 
skill transmission in a user study. A similar approach was 
taken by Kasahara et al. (2016), who also included another 
person’s perspective in an HMD. In contrast to the previ-
ous work, the two perspectives were juxtaposed. The two 
approaches enhance the egocentric perspective, therefore 
they are well suited for skill training mostly involving the 
hands, like diabolo juggling (see Kawasaki et al. (2010)) or 
drawing (see Kasahara et al. (2016)). However, they lack an 
exocentric perspective and hence an overview of the body, 
making feedback for whole-body exercises impossible.

In addition, Ikeda et al. (2018) displayed stationary small-
scale (1:4) avatars in real-time during the motion and true-
scale models during playback feedback. As the system was 
built specifically for golf swings and players look down-
wards during swings, the small-scale avatar could be seen 
during the exercise performance. Afterward, when replay-
ing a recorded exercise, the view was no longer restricted 
by the exercise. Consequently, the avatar was displayed in 
true-scale. Although the avatar could be seen well when per-
forming a golf swing, there are some exercises, for which 
providing feedback with this system would prove difficult. 
In particular, difficulties arise for exercises where rotating 
the view direction on the horizontal plane or an almost verti-
cal view direction is necessary.

Lastly, Hamanishi et al. (2019) developed a system that 
enables the user to view his or her motions from all sides. 
This was achieved by giving the motion-captured avatar a 
fixed direction in space. Consequently, the user can walk 
around it, viewing it comprehensively. The two participants 
of the qualitative user study seemed to receive the system 
well. However, it might not be sufficient for all forms of 
exercise. For example, the feedback might irritate users dur-
ing exercises where the view direction changes a lot (e.g. 
sit-ups, torso rotations). Furthermore, the system did not 
provide a target movement for the user to imitate. Hence, 
the system does not qualify as corrective feedback (see 
Sect. 1), which is the focus of the work at hand.

3 Omnipresent feedback

This section will explain the SkillAR system in detail. First, 
Sect. 3.1 and Sect. 3.2 will provide information about the 
hardware used and the nature of the feedback displayed. 
This should give the reader an understanding of the whole 
system. Our main contributions lie in the combination of 
methods found in Sect. 3.3 to ensure the omnipresence of 
the feedback.

3.1 System overview

In order to provide visual feedback for motions and in par-
ticular exercises, it is necessary to capture the limb positions 
in space over time. For this reason, we used a 3D camera, 
which extracted joint coordinates from a recorded point 
cloud. Consequently, a skeleton-like avatar as seen in Fig. 2 
could be constructed on the HMD, showing the executed 
motion in real-time. In addition to the current motion, we 
superimposed a recorded movement, which represents an 
ideal execution of the movement. As a result, the user can 
now correct the motion following the provided feedback. In 
addition to superimposition, there are further possibilities 
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a target avatar doing squats is registered using the pelvis 
position with a standing avatar, it seems as if the squatting 
avatar is hovering, as visualized in Fig. 3.

Consequently, in our work, we fixated the actual avatar 
and matched the horizontal position of the pelvises. For the 
vertical position of the target reference avatar, we matched 
the lowest feet position of both avatars, considering that it 
should be on the ground since we did not include exercises 
that involved jumping or hanging (see Fig. 4), as we wanted 
the exercises to be feasible for a large group of people. Since 
the only two foot positions in our case are the toe tips and 
the ankle, matching the toe tips was sufficient. When record-
ing further joints in the foot, they all have to be considered. 
Regarding rotation, the orientation of the actual pelvis joint 
was transferred to the target pelvis joint. Additionally, the 
target avatar had to be scaled bone-wise to match the anat-
omy of the user. Otherwise, it would be impossible for the 
user to mimic poses recorded by someone else, as the limbs 

to display comparative visuals as analyzed by L’Yi et al. 
(2021). Varying avatars and visual cues could impact how 
users perceive the feedback and therefore yield different 
results in a user study as conducted in Sect. 4. However, 
evaluating different visual cues and avatars would exceed 
the scope of this paper.

3.2 Avatar registration

To superimpose the actual and target pose avatars in rela-
tion to each other, in current literature, we often see that 
the pelvis is used for registration: For instance, Hoang et al. 
(2016) register at the pelvis based on position and rotation, 
while Anderson et al. (2013) only utilize the position. In 
contrast to that, Le Naour et al. (2019) register the target 
avatar based on the position and rotation of the left foot. 
Depending on where both avatars are registered, the visu-
alization can be irritating for the user. For instance, when 

Fig. 3 The reference (in green) is 
performing the ideal exercise — in this 
case a squat — while the actual avatar 
(in blue) is neutrally standing. The result 
of registering at the pelvis (left) looks as 
if hovering and can potentially be irritat-
ing to the user. In this case, it might be 
preferable to register the avatars at the 
foot or the ground

 

Fig. 2 Screenshot of the motor 
feedback provided by SkillAR via 
HMD
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ground) and hence be irritating. Instead, we constructed a 
plane P horizontally through the pelvis. The avatars (reg-
istered as described in Sect. 3.2) were then positioned by 
placing the pelvises at the intersection of v⃗ and P as seen 
in Fig. 5. Using the pelvis orientation as an indicator for 
the forward direction of the avatar, the feedback was rotated 
around the vertical axis, so it faced the virtual camera and 
thus, the user. This supports the mirror metaphor and hence 
user guidance as described in Sect. 3.2. The steps above 
ensure that the feedback is visible in any view direction, i.e. 
omnipresent.

Snapping: While moving — especially during exercises 
— the head movement can be unstable, leading to an erratic 
feedback placement. In an internal pilot study, the visual 
feedback consequently irritated users. Therefore SkillAR 
only moves the feedback if the intersection of v⃗ with P 
exceeds a certain distance ∆ from the current avatar posi-
tion as seen in Fig. 6. The feedback is moved smoothly to 
its new position, which leads to a far more stable system 
behavior similar to snapping.

Scaling: Moreover, the size of the feedback is scaled 
depending on the distance to the virtual camera to optimally 
utilize the HMD’s field of view. This is illustrated in Fig. 6. 
Likewise, the snapping threshold ∆ is scaled (also visible 
in Fig. 6) to facilitate a consistent user interaction. Scaling 
the avatar results in slightly contradicting depth cues: The 
vergence changes with the distance but the size stays con-
stant due to the scaling. Additionally, the avatars are still 
appropriately located in the scene, but they might no longer 
connect with the real floor plane. However, it is to be said, 

cannot be stretched or compressed. If the same individual 
records the ideal and actual execution, this step can be 
skipped. Furthermore, the avatars were mirrored horizon-
tally, as this makes it easier to take the displayed pose and 
increases embodiment as stated, for example, by Raffe and 
Garcia (2018).

3.3 Feedback transformation

Because SkillAR intends to provide omnipresent in-situ 
feedback, avatar transformation in space is crucial. Utiliz-
ing the orientation of the HMD in space and the information 
we have of the body and surroundings, we can transform 
the feedback to adapt to the head movement during differ-
ent exercises and to facilitate a better understanding of the 
feedback itself. Internal pilot studies have shown various 
important aspects that we will illustrate in the following.

Placement: The stereoscopic display of the HMD makes 
it possible for the user to perceive the avatars in space. Con-
sequently, placing the avatars in relation to the actual sur-
roundings of the users helps enhance the interpretation of 
the feedback. For this purpose, we use the view direction v⃗ 
of the HMD to place the avatar. An intuitive way of placing 
would be to position the avatars’ feet at the intersection of ⃗v 
with the floor plane. However, this would often lead to the 
avatar only taking up the upper half of the user’s field of 
view. Instead, the avatars’ pelvis represents predominantly 
a good approximation of the body center. Yet, we can not 
place the avatar such that its pelvis is at the height of the 
floor, as the feedback would appear too low (partially below 

Fig. 5 The feedback avatar is 
positioned such that its pelvis lies 
on the intersection of the view 
direction ⃗v and the horizontal plane 
through the user’s pelvis P

 

Fig. 4 Example exercises (in green) 
with deviating execution (in blue). 
It was aimed to provide a diverse 
set of exercises and deviations (see 
also Sect. 4.4)
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longer intersect. Consequently, the avatar positioning is 
then strictly bound to the view direction. The distance to the 
camera is constant and the avatar still faces the user. While 
the avatar’s relation to its environment is less clear in this 
mode, it allows for performing exercises with an upward-
facing view direction like sit-ups or bench press.

4 Evaluation

SkillAR provides major advantages for viewing motor 
feedback: Users can view the ideal exercises while perform-
ing exercises without compromising comfort, good form, 
or safety. We conducted a user study to verify that Skil-
lAR has no additional major disadvantages compared to a 
conventional RMD. This study was reviewed by the ethics 
committee and the data protection official of the University 
of Applied Sciences Worms and carried out following the 
appropriate guidelines and regulations.

that our priority is to provide omnipresent in-situ feedback 
rather than creating a perfectly immersive experience. None 
of the users commented about the above-mentioned topics 
(see Sect. 6.1).

Top-Down Mode: When looking down, the feedback 
positioning at pelvis height becomes hard to perceive as it 
appears too close. This would prevent the user from perceiv-
ing feedback when doing exercises that involve a downward 
head orientation like planks or push-ups. For this reason, 
when the angle γ between the view direction ⃗v of the HMD 
and the vertical axis lies below 20◦ (see in Fig. 7), Skil-
lAR displays the feedback in constant distance below the 
user (underneath the physical floor plane). In this top-down 
view, the avatars are facing the same way as the user and are 
not mirrored. This provides an overview of exercises fac-
ing down, allowing for an AR-supported execution of, for 
example, push-ups.

Free Mode: Likewise, the feedback positioning mode 
changes when looking upwards. In this case, the avatars 
can not be placed at the intersection of v⃗ and P as they no 

Fig. 7 The feedback transitions to 
a top-down mode, in which the ava-
tars are shown below, if the angle 
γ between the normal of the floor 
and the view direction is smaller 
than 20◦

 

Fig. 6 The avatars move horizontally if 
the view direction deviates more than ∆ 
from the center of the visualization, as 
indicated by the circles. The visualiza-
tion is scaled up in the distance and 
down in proximity to the camera. The 
constant size always matches the field of 
view of the HMD and irritates the user 
less as if it were constantly changing
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With both — the body part and the correction — being able 
to be either correct or incorrect, this led to 2 × 2 categories. 
It was possible for answers to fall into several categories, 
as sometimes participants made contradicting remarks or 
answered both correctly and incorrectly sequentially. Addi-
tionally, the time to answer was measured. This task was 
carried out using the HMD and the RMD.

The imitation task involved the users mimicking a pose 
they saw on the HMD or RMD. After adapting the pose, they 
gave a command, and the distances of joints, and the time 
elapsed since the display started showing the pose, were 
recorded. In between the exercises, no feedback was visible 
and the users could retake a neutral position and recover 
from the previous exercise. This should prevent impacting 
the following exercise performances in any way (e.g. add-
ing time, because the participant has to stand up after an 
exercise on the ground). This task was carried out using the 
HMD and the RMD. The supplemental material provides a 
video of the juxtaposed exocentric and egocentric perspec-
tives of a user imitating poses.

Finally, the participants answered structured questions 
regarding their demographic including age, affiliation, XR 
experience, physical activity, optical deficiencies, gender, 
and potential comments.

4.4 Study design

The study aimed to compare SkillAR to conventional 
RMDs using an in-subject design measuring time and accu-
racy during the comparison and identification tasks. A few 
border case exercises were selected, representing various 
body positions in space. In addition, deviations were chosen 
to be evaluated during the comparison task (see Sect. 4.3). 
These deviations require corrections in different directions: 
Bend vertically, tilt side-wards, raise or lower limbs, twist, 
etc. Furthermore, the following exercises were each repre-
sented by a still pose: Standing, jumping jack, plank, squat, 
torso rotations, and warrior II as found in yoga. These exer-
cises and the corresponding deviations can be seen in Fig. 4. 
The order of exercises, tasks, and devices was randomized 
to eliminate any learning bias. The intent of the study was 
not to evaluate how well an exercise was executed, but how 
well the feedback could be comprehended.

5 Results

We suspected a dependency between RMD and HMD 
regarding the results of the same tasks. Additionally, we had 
no assumption which device would allow for more accuracy 
or a faster task completion time. Consequently, a depen-
dent two-tailed t-test seemed most appropriate to evaluate 

4.1 Participants

For the user study, 32 individuals were recruited from an 
academic environment. Their age ranged from 22 to 61 
(M = 35.4, Mdn = 30.5, SD = 11.1). Their gender was 
evenly distributed among males and females with 16 (50.0%
) individuals each. They rated their prior XR experience 
on a scale from one to five, with one equaling no previous 
engagement in XR and five being an XR expert. The rating 
averaged out at 1.8 (M = 1.8, Mdn = 1.75, SD = 0.9) and 
their physical activity at 3.1 (M = 3.1, Mdn = 3, SD = 0.9
) (one again representing no physical activity and five the 
maximum). As the visual capabilities of individuals play an 
important role in the study, the number of participants wear-
ing glasses (n = 17, i.e. 53.1%) was documented as well 
as visual impairments: Three participants (9.4%) reported 
to have limited or missing spatial perception. One partici-
pant exhibited both red-green and blue-yellow color vision 
deficiency. Regarding gender, the participants’ demograph-
ics match the population of Europe and the world well. The 
median age of the participants lies between the median age 
of Europe (42.2) and the world (30.4) as estimated by the 
UN in 2023 (2023). However, the educational background 
is expected to be higher than average in our user group, as 
the individuals were recruited in an academic environment.

4.2 Apparatus

A Microsoft Azure Kinect 3D camera provided the spatial 
positions of the joints. It was set up on a tripod about 2.5 m 
from the subject to ensure that everything was in frame. The 
visualization and experimental applications were developed 
in Unity. To display the augmented reality sections of the 
study a Microsoft HoloLens 2 was utilized. Additionally, 
to ensure the legibility on the HoloLens, the blinds in the 
room were closed to provide consistent lighting conditions 
for the participants. Internal pilot studies showed, that it is 
hard to perceive the visualization in intensely illuminated 
environments.

It was ensured the participants understood the avatars, 
the visual feedback, and the study tasks beforehand. The 
study took a total of about 20 min with 5 min of introduc-
tion. Every task demanded approximately the same dura-
tion. Exercises could be skipped or aborted at any time due 
to health concerns.

4.3 Tasks

In the comparison task, the user was asked to identify errors 
represented by an actual and a target avatar as seen in Fig. 4. 
The answers were documented and categorized, regarding 
the accuracy of the addressed body part and correction. 
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precision was insignificantly (p = 0.37) higher using the 
RMD compared to SkillAR.

6 Discussion

In the statistical analysis, we could not verify a significant 
difference between SkillAR and RMD regarding the com-
parison time as well as time and accuracy when mimicking 
poses. The large standard deviation compared to the mean 
suggests that an even more controlled study with more par-
ticipants and a more precise camera could be profitable. Fur-
ther, the measurements of the two analyzed methods seem 
quite similar. It might be profitable to analyze the equiva-
lence of the methods in future studies. However, our evalu-
ation shows that the participants identify the right feedback 
significantly more often with SkillAR compared to an RMD. 
The mean difference is large compared to the standard devi-
ation. We attribute this mainly to the fact, that it is possible 
to perceive a 3D image of the feedback with the HMD: Due 
to the two displays in the HMD, a stereoscopic image is 
created. This represents an additional depth cue compared 
to the screen. The adaptive nature and the positioning of the 
feedback in the room could further enhance the interpreta-
tion of the scene. Lastly, the rotation of the avatar to the user 
as described in Sect. 3.3 reduces motion parallax, but it still 
could be a factor when the feedback is moved away and 
towards the user.

Additionally, our approach provides the major advantage 
of an independent viewing direction. This facilitates in-situ 
feedback in many situations where it otherwise would be 
inconvenient with a conventional RMD or impossible. Fur-
thermore, the independent head direction enables the user to 
perform exercises optimally.

6.1 User comments

After the study, the users were asked if they had comments 
concerning the system. Eleven participants stated that it was 
easier to perceive the feedback and execute the poses with 
SkillAR. This happened without being prompted to compare 
the conventional RMD and SkillAR. The remarks match our 
findings when evaluating the accuracy with which the feed-
back was identified with SkillAR. Similarly, this could be 
attributed to the additional depth perception in AR. In con-
trast, only one person preferred the feedback on the RMD, 
as they disliked the feedback adapting to the head move-
ment altogether in SkillAR. Moreover, some users reported 
understanding the poses not until using SkillAR. This was 
never observed the other way around and also matches the 
previous findings.

the results. The results of each individual were averaged 
to ensure comparability. One evaluation of the comparison 
task was discarded, as it was not suitable for evaluation due 
to technical difficulties leading to an incomplete recording. 
For the t-test, we assumed a significance level of α = 0.05.

5.1 Completion time analysis

In each of the study tasks, the completion time was mea-
sured. In particular, the time from the start of displaying 
the exercise to identifying the exercise or adopting the dis-
played pose. When imitating, this was always starting from 
a neutral standing pose.

Regarding the comparison task, SkillAR exhibits an 
insignificantly (p = 0.92) longer time to assess the feed-
back while featuring a lower standard deviation, as seen 
in Table 1. Likewise, the users required an insignificantly 
(p = 0.38) longer time to mimic the poses displayed with 
SkillAR compared to the RMD.

5.2 Accuracy analysis

In the comparison task, the percentage of right answers 
(right body part and right correction) was recorded per user 
per device. When measuring the accuracy of the pose imita-
tion, we measured the distance of each joint to its counter-
part in the ideal pose. These were then averaged to find the 
mean deviation of the user pose per device.

Assessing the accuracy in the comparison task between 
the RMD and the SkillAR, we see that the users could iden-
tify the corrections significantly (p = 6 · 10−7) more pre-
cisely with SkillAR in relation to a conventional RMD. As 
in this case, the p-value is much smaller than α, it seems 
likely that SkillAR facilitates a more precise interpreta-
tion of the given feedback. When imitating the poses, the 

Table 1 Time measurements for each task in the user study
 Device Comparison Imitation

RMD SkillAR RMD SkillAR
Mean 18.81 s 19.01 s 21.42 s 22.95 s
Median 14.70 s 17.95 s 19.94 s 22.43 s
Standard Deviation 11.44 s 8.17 s 7.78 s 7.80 s
The values representing faster completion times and smaller standard 
deviation are found in bold for easier reference

Table 2 Accuracy for each task in the user study
 Device Comparison Imitation

RMD SkillAR RMD SkillAR
Mean 75.27 % 92.71 % 10.71 cm 11.14 cm
Median 83.33 % 100.00 % 10.17 cm 10.82 cm
Standard Deviation 11.88 % 12.46 % 2.56 cm 3.33 cm
The values representing higher accuracy and smaller standard devia-
tion are found in bold for easier reference
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with an HMD or require technology tailored to the situa-
tion. For example, swimmers might require a special water-
proof HMD to receive such feedback. Likewise, sports that 
require a helmet — like American football or ice hockey 
— could require a special HMD built into the helmet. Due 
to the limited robustness featured by standard HMDs, they 
might not be fit for a sport with such forces applied to the 
head area. Furthermore, the 3D camera we used to record 
the users’ joint positions in space is not precise enough to 
detect very delicate movements. Therefore, it would be ben-
eficial to assess the topic with a more precise camera in the 
future. Lastly, rotating the avatars to face the virtual camera 
as described in Sect. 3.3 reduces motion parallax as a depth 
cue. This could limit the interpretation of the feedback. 
Especially individuals with limited spatial perception could 
be impaired by this, as they might not be able to profit from 
other depth cues.

7 Conclusion

The paper at hand presents a novel method to provide omni-
present in-situ motor feedback. It does not only provide 
feedback where it would be otherwise not possible, but it 
also enables the user to perform exercises more correctly, 
more comfortably, and in a non-injurious manner. Addition-
ally, we conducted a user study including 32 participants. 
We could not detect a significant difference between SkillAR 
and conventional RMD in terms of identification, imitation 
time, and imitation accuracy. Moreover, the study showed 
that the users could identify the errors more accurately when 
receiving feedback via SkillAR. Thus, we can conclude that 
our method bears major advantages in contrast to feedback 
via a conventional RMD, as exercise execution and comfort 
are not compromised and feedback can be provided inde-
pendently from the head position.

8 Future work

As discussed in Sect. 6.2, there are novel insights regard-
ing avatar registration exceeding the methods explained in 
Sect. 3.2. It might be beneficial for user acceptance to imple-
ment these methods into SkillAR. Additionally, repeating 
the experiments using a more controlled environment could 
lead to the detection of minor effects that were beyond the 
scope of this paper.

Moreover, the findings of this provide a foundation for 
further research. Future approaches could explore the poten-
tial of the system with a more comprehensive user introduc-
tion, explaining to them all the capabilities and using it in 
a more exhaustive training scenario. With the fundamentals 

Additionally, three people reported that they recognized 
a discrepancy between how they remembered to do the 
exercise right and what they saw. One of these participants 
reported neglecting the experience with the exercise and 
relied completely on the visualization. This emphasizes the 
carefulness with which exercise feedback must be consid-
ered. If the visualization can override motor perception, it is 
crucial to ensure the feedback is safe for the user.

Furthermore, the participants with limited spatial per-
ception or color vision deficiency reported that they had 
no problems regarding their deficiencies when using the 
system.

6.2 Observable behaviors

In addition to the answers and comments of the users, 
there were interesting behaviors that could be observed 
multiple times during the study. For instance, where pos-
sible, some participants used the HMD like a conventional 
RMD, always looking at the same spot, although the view 
direction could be arbitrary. Additionally, many users did 
not utilize the top-down viewing mode for the planks as 
explained in Sect. 3.3. These observations led us to the con-
clusion that our system could be leveraged even more with 
more extensive instructions, explaining the full functional-
ities of SkillAR. Furthermore, this could lead to interesting 
new research regarding the reason for these behaviors and 
the possible consequences, especially regarding deviations 
from the ideal execution.

Moreover, when adopting a pose, the users predomi-
nantly preferred to correct one limb after another — in some 
cases, the lower and upper body separately. This could be 
important to consider in the future when providing visual 
feedback for several deviations at once. Additionally, the 
registration of the avatars as explained in Sect. 3.2 did not 
seem optimal in some cases. For example, the users tried 
to adapt their pose by rotating in space, although the avatar 
was always facing the (virtual) camera. We authored a paper 
that is currently under review regarding the optimal univer-
sal registration of two avatars.

6.3 Limitations

Although our system provides major advantages for in-situ 
motor feedback, some limitations must be mentioned. For 
instance, some exercises or sports are difficult to combine 
with an HMD. In particular, exercises where the head has 
to rest on the floor might be uncomfortable or impossible 
to do, due to the headset interfering. Similarly, the same 
is true for exercises that involve contact with the head 
(e.g. pulling on the head for neck stretching). Addition-
ally, some sports might not be suited for an augmentation 

1 3
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assessed, it will be valuable to asses the system performance 
with further poses or when doing dynamic exercises.

Additionally, it might be interesting to extend SkillAR 
with automatic viewpoint selection methods like described 
by us in prior work (2024). This could further facilitate 
feedback understanding. For example, in top-down mode, 
where the comprehension of the vertical posture of the spine 
is mostly limited to stereoscopic depth cues.

9 Additional information

 As supplemental material, we provide a video of an indi-
vidual imitating poses as it was carried out in the user study, 
which is found below.
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