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Abstract: In this position paper, we explore ways to digitally support provenance research of ancient Roman artefacts

decorated with millefiori. In particular, we discuss experiments applying visual analytics, computer vision and

machine learning approaches to analyze the relations between images of individual millefiori slices called flo-

rets. We start by applying automatic image analysis approaches to the florets and discover that image quality

and the small overall number of images pose serious challenges to these approaches. To address these chal-

lenges, we bring human intuition and pattern recognition abilities back into the analysis loop by developing

and employing visual analytics techniques. We achieve a convenient analysis workflow for the archaeologists

by integrating all approaches into a single interactive software tool which we call MillefioriAnalyzer. The soft-

ware is tailored to fit the needs of the archaeological application case and links the automatic image analysis

approaches with the interactive visual analytics views. As appropriate for a research software, MillefioriAna-

lyzer is open-source and publicly available. First results include an automatic approximate ordering of florets

and a visual analytics module improving upon the current manual image layout for further analytic reasoning.

1 INTRODUCTION

A distinctive group of Roman copper alloy objects

has millefiori (‘a thousand flowers’) decoration, small

polychrome patterns created by arranging slices (flo-

rets) of glass rods (canes) in elaborate, highly sym-

metrical and very striking patterns on a copper-alloy

base. An estimated 1200 of these objects are found

across the Roman world but existing overview stud-

ies are long out-dated (e.g. (Exner, 1939); (Henry,

1933)). Despite nearly a hundred years of study, we

have not progressed beyond a general assumption of

production in the Rhineland, Belgium or the Danube

provinces on general stylistic grounds. Research is in-

hibited by the fact that the material is dispersed, cur-

rently very poorly documented and the complexity of

the decorative motifs. Each stud or brooch with mille-

fiori decoration can have between three and five zones

of decoration, using multiple different motifs, with as

many as 100 florets decorating a single object.

This pilot project explores whether it is possible
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to use machine learning (ML), computer vision (CV)

and, in particular, visual analytics (VA) to understand

millefiori designs. In particular, and as a first step,

we ask whether it is possible to identify florets from

the same cane – and therefore potentially identify ob-

jects made in the same workshop. These florets are

very small (3x3mm), and distorted from the process

of stretching the cane, making comparison with hu-

man eyes without any digital support difficult. In a

second step, we intend to identify the floret designs,

explore the ’grammar’ of the motifs and color com-

binations and study the placement of different design

on the jewellery. This could help to understand if spe-

cific combinations occur in particular regions. Thus,

the main contributions of this application paper are:

• An analysis of the challenges of applying CV and

ML techniques to millefiori images.

• A prototypical software, MillefioryAnalyzer,

which represents a first step towards supporting

the analysis of collections of millefiori images by

combining CV, ML and visualization techniques

into an application-specific VA system.

• Automation of parts of the archaeological re-

search workflow for millefiori research.
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Figure 6: A checkerboard floret processed in different ways shows challenges resulting from the image quality. Left column:
color image, grayscale image (basis for all other steps). Right top row: Sobel edge detection, equalized, Sobel on equalized.
Right bottom row: thresholding with value 80, previous image eroded and dilated three times, Sobel on previous image.

existing views are described in the following. As all

views are linked, highlighting a floret in one of the

views will also highlight it in all other views.

7.1.1 Table View

The most basic, but also the most verbose of the cur-

rent views, is the table view (top left in figure 7).

It lists all loaded images row-wise. Each row con-

tains the filename of the floret image, the basic pattern

type present in the floret, a subpattern type, the loca-

tion where the object decorated by the floret has been

found, the number of feature points in the meta data,

and a thumbnail of the floret. The table can be sorted

by each of the columns. Each floret can be selected

and deselected (for highlighting). The corresponding

row will be highlighted accordingly.

7.1.2 Parallel Coordinates View

The parallel coordinates view (bottom left in figure 7)

presents axes for all properties (metadata) of the flo-

rets. The name and the thumbnail are not shown as

they do not belong to the metadata. As is characteris-

tic for parallel coordinates plots (Inselberg and Dims-

dale, 1990), each data point, in this case each floret, is

represented by a line connecting the locations on the

different axes which correspond to values of its prop-

erties. Lines and thus florets can be highlighted by

clicking on the lines or the line crossings at the axes.

The highlighting state of lines at the clicked location

will be toggled accordingly. Highlighted florets are

rendered as solid lines, others as dashed lines.

7.1.3 Image Clustering View

The image clustering view (right in figure 7) is in-

tended to support semantic layout and grouping of

florets for analysis purposes. Currently, the view sup-

ports to drag images from the repository row at the

bottom to the main canvas above it. In the main can-

vas, images can be dragged to move them to the de-

sired position. Related and thus closely positioned

images can be grouped by frames and groups can be

annotated by text. As this view, again, is linked to

all other views, images highlighted in other views are

highlighted by frames in both, the repository row and

the main canvas. Like all other views, the cluster view

can be used to highlight florets for interactive analy-

sis. This is possible in the canvas and the repository.

In the current version the clustering view only

supports manual layout and grouping. For the fu-

ture it is planned to provide initial layout using di-

mension reduction and projection techniques like t-

SNE (Van der Maaten and Hinton, 2008) as well as

initial grouping from the implicit clustering of such an

algorithm. Furthermore the clustering currently only

serves direct visualization and illustration purposes.

In the future the groupings will be made available as

floret properties to the other views. Thus, the groups

can be the basis for further interactive analysis.

7.1.4 Module Summary

The visual analytics module in its current form serves

as a replacement for the currently practiced manual

layout on presentation slides. The layout produced in

the clustering view, the annotation and the currently
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explored in this paper. The current automatic ap-

proaches, which are intended to find floret images

stemming from the same millefiori cane, allow for

a distinction between the different floret types. The

precision of the ordering in the computed image se-

quence needs further improvement. The visual ana-

lytics part of MillefioriAnalyzer allows for interactive

layout of the florets for visual analysis and retaining

the connection to the meta data at the same time. The

connection to the meta data has been lost in the ar-

chaeologists previous layout workflow.

As described throughout this paper, the Millefio-

riAnalyzer software and the archaeological analysis

are not yet complete. As usual in new digital human-

ities projects (Jänicke, 2016), more iterations of de-

velopment and evaluation are needed. We will incor-

porate manually segmented images into our machine

learning part. These segmentations, provided by ar-

chaeological experts, contain the most significant pat-

terns of the florets an thus will positively influence the

minimization of the Siamese cost function. As a re-

sult, the calculated image similarities will be less con-

founded by damage, reflections and other noisy pat-

terns. In the future we will also acquire photographs

of higher quality and of more millefiori artefacts.
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